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Abstract
A review of the striking and varied c—axis orientations that are
observed in undeformed sheets of lake and sea ice is presented
from three points of view [laboratory, field and theory] with the
goal of tying seemingly contradictory observations together into a
consistent overall explanation.

Introduction

The development of strongly preferred crystal fabrics (c-axes
orientations) in glacier ice has received considerable attention in
the literature [1-4] as the result of the effects of crystal orientation
on the rheological properties of ice. The equally strong fabrics
that develop in undeformed sheets of sea and lake ice, although of
similar importance in affecting the properties of these materials
[5-11], have received somewhat less attention. It is these fabrics
and the field observations and experiments coneerning their
development, that will be discussed in the present paper.

Fabrics in glacial ice develop as the result of deformation and
recrystallization. In contrast, although deformation and
recrystallization do occur in sea and lake ice, they are primarily
secondary phenomena and do not produce the primary fabrics
that are characteristically observed in these materials. These
primary fabrics form during the growth of the different layers of
ice and are the result of the fact that, during the essentially 1—
dimensional growth characteristic of such ice sheets, crystals in
certain preferred orientations have a growth advantage over less
favorably oriented neighboring crystals. This growth advantage
allows the favored crystals to expand their position at the
advancing interface with the result that, with continuing ice
growth, the less—favorably oriented crystals are ultimately cut out.
The result is an ice—water interface that only contains crystals
having the favored orientation. A schematic diagram illustrating
this process in sea ice is shown in Figure 1. This general process
has been referred to in the crystal growth and solidification
literature as geometric selection and is commonly observed
during the 1-dimensional solidification of a wide variety of both
natural and man—made materials [13-16 ]. In general, geometric
selection is usually the result of anisotropic growth of single
crystals of the solidifying material. As will be seen later, this is
clearly the case during the formation of sheets of lake and sea ice.

In attempting to unravel the observations on geometric selection
as it occurs in ice, we will, after some initial background
considerations, review the literature in the following order: initial
crystal formation, experimental observations, field observations
and theory.
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Figure 1. A schematic drawing illustrating the process of geometric
selection; particularly as observed in sea ice [12]. The platy structure
of the individual crystals indicates the orientation of the basal (0001)
planes. Note that the favored crystals are indicated as having a growth
advantage (i.e., they extend farther into the liquid at the ice-water
interface).

Initial Considerations

First it is well to remind ourselves of some fundamental
differences in the behavior of lake water and of sea water. In pure
water (at 1 atmosphere) there is a density maximum that occurs
at +3.98°C. Therefore, as water cools toward this temperature its
density increases. However, as cooling continues from +3.98°C
toward the freezing point at 0°C, the density decreases as the
structure of the liquid anticipates the formation of the low density
solid phase Ice (Ih). In fact, the water system is one of the very
few in which the density of the pure solid is less than the liquid
from which it forms. Furthermore, the temperature of the density
maximum is a function of composition with the maximum
increasingly approaching the freezing temperature as the amount
of salt in the solution increases. In seawater the transition from
the state where the density maximum is encountered “before” the
freezing point is reached to the state where the density maximum
only occurs in the supercooled state occurs at a salinity of 24.7%o
(Figure 2). Therefore, when an isohaline layer of water with a
salinity >24.7%o is cooled from above, the density of the near-
surface liquid increases producing an unstable vertical density
distribution resulting in buoyancy driven free convection. This
convection results in a significant thickness (meters to 10s of
meters) of the water column being cooled to the freezing point
before initial ice formation starts. For salinities <24.7%o, cooling
of the surface layer of water to temperatures below that of the
density maximum leads to the formation of a stable, low density
surface layer which, because the fundamental heat transfer



mechanism in the water column has now changed to conduction,
can supercool and freeze quite rapidly. Therefore, at the start of
winter it is commonly observed that lake ice forms first, then
river ice (where vertical mixing occurs as the result of forced
turbulence) and finally sea ice. The importance of these matters to
the geometric selection process will be developed later in this

paper.
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Figure 2. Plots of the temperature of the density maximum (curve A)
and of the freezing point of sea water solutions (curve B) as a func-
tion of their salinity expressed in %o (parts per thousand by weight).
The crossing point at 24.7%. is considered to be the boundary be-
tween sea water and brackish water.

Initial Crystal Formation

The initial ice crystals that form in layers of supercooled pure
water have discoidal shapes in which the crystal dimensions
measured in the plane of the discoid [the basal or (0001) plane]
are much greater than those measured perpendicular to this plane
[in the direction of the c—axis]. The discoidal growth shape results
from both the equilibrium and the kinetic properties of ice, which
can be traced to the highly anisotropic surface free energy of the
material. In equilibrium, the crystal shape itself is a reflection of
the orientation dependence of the surface free energy, Hi), which
can be reckoned with the work it takes to break the bonds per unit
area for a given crystallographic orientation, . Hence the
equilibrium shape is that which minimizes the total surface free
energy per unit area for the volume it contains. The Wulff
construction uniquely determines the equilibrium shape [17-18]
which is essentially identical to the shape of a homogeneously
nucleated crystal. However, since A7) is strictly an equilibrium
concept, a complete knowledge of it is insufficient to describe a
growth shape [19-23]. A polar plot of ¥{i) reveals the interfacial
structure for any material with cusps in the plot denoting high
symmetry crystallographic planes, or facets, that are molecularly
smooth. A convenient simplified physical picture of these
surfaces is that the change from one phase to the other occurs
over roughly the distance that separates molecular planes, that is,
the interphase density jump occurs over a molecular scale.
Measurements of the differences in Y#) values in pure ice
between the basal plane and an edge plane have recently been
obtained by Koo, Ananth and Gill [24] by studying the shape
anisotropy of water filled negative crystals. They found an
anisotropy ratio of 10 2 which is extremely large.

For ice, the surface perpendicular to the c—axis is a facet at
temperatures up to the melting point. Growth on such a flat plane
requires an undercooling that is larger than some threshold value
sufficient io allow the formation of new 2—dimensional nuclei on
the surface of the plane. Other surfaces of an ice crystal possess a
structure which results in a gradual interphase variation over the
scale of a number of molecular planes. These are termed
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molecularly rough or diffuse surfaces, and in ice the surface
normal to the the basal plane takes this structure at temperatures
near the melting point. Growth on such rough surfaces is not
subject to threshold supercooling and can apparently proceed at
any supercooling [25]. Depending on the orientations present, an
equilibrium or growth shape may be fully faceted or completely
rough. Measurements of ice growth velocities have been made by
Hillig [26], who found that growth parallel to the c—axis is
controlled by an activated nucleation process. In addition he
observed that at supercoolings of less than 0.03°C, growth in the
c—axis direction was zero. He also noted that at small
supercoolings it was possible to grow crystals that had
dimensions of 25 cm parallel to the basal plane and 5 microns
parallel to the c—axis; a ratio of 50,000 to 1 [27].

Characteristically, the first crystals to form during the freezing of
lakes on calm, cold, clear nights are needles [28-29] which
extend rapidly in the thin supercooled surface water layer.
Although supercoolings exceeding 1°C have apparently been
measured in the field [30], typical supercoolings of a few
hundredths of a degree are more common. These needles have
their c—axes inclined at various angles to the vertical with
horizontal and near horizontal inclinations being quite common
[31]. Once an interlocking network of needles is established, the
space between the needles is subsequently filled in by plate-like
tabular crystals oriented with their c—axes vertical. These crystals
can grow to be quite large with sizes (measured horizontally) in
excess of 1 m being reported [32, 58].

If it is windy and wave action is present, in both lakes and oceans
vertical turbulence causes the upper layer of the water to become
thermally well mixed and cooled to the freezing point (or even
slightly supercooled). This allows ice crystals to nucleate within
the upper portion of the water column. Wave—induced motions
then cause crystal to crystal collisions typically resulting in a fine
grained slush that when solidified results in an ice layer in which
c—axis orientations are presumably random. We use the word
‘presumably’ here because, as the result of the very small grain
sizes involved, measurements of c—axis orientations are not, as
yet, available for this ice type. However considering the nature of
the processes involved in the formation of this ice, it is likely that
a wide variety of different crystal orientations would be present.
In addition, examination of thin sections of such ice under
crossed polarizers reveals the full range of interference colors that
would be expected to be produced by a random distribution of c—
axes. Similar appearing ice can also form as the result of snow
falling in the water during the initial stages of freezing. When
seawater freezes the results are generally similar to those
observed on lakes with the exceptions that needle formation
appears to be less frequent and grain sizes seem to be consistently
somewhat smaller. It should be noted that c—axis vertical crystals
are quite common in both initial sea ice skims [46, Figures 23
and 24] and in skims formed from brackish water [77, p. 10-13]

The important point to be extracted from the above discussion is
that all the information available at present suggests that for both
lake and sea ice the initial ice skims contain crystals with a wide
variety of c—axis orientations including both vertical and
horizontal. We are not examining situations where orientation A
wins over orientation B because B was simply not present in the
inital ice layer. In fact, in sea ice there is good evidence that, even
after the initial ice layer has formed and competitive downward
growth has started, c—axis vertical crystals are continually being
introduced into the ice sheet during growth by the formation of
tiny discoidal crystals in the water column that then float up and
become attached onto the bottom of the overlying ice. There they
are rapidly terminated by geometric selection. If similar situations
occur in lake ice, they have not been documented in the literature.



Experimental Observations
Lake Ice

The experiments relating to the primary mode of geometric
selection in ice have primarily been carried out using pure water.
The two main experiments are by Ketcham and Hobbs [33] and
by Ramseier [34—35]. They are experimentally rather similar in
that both studies are of ice growth into a water column that was
either at 0°C or possibly very slightly supercooled. Figure 3
shows the experimental arrangements used by Ketcham and
Hobbs. Ramseier’s proceedure (a floating zone) was similar to
the setup in Figure 3A except that his sample was continually
rotated during growth as in the Czochralski technique. Note that
in the cases of freezing fresh water from the bottom up there is
continual free convection induced by the density decreases in the
liquid associated with cooling at the freezing interface. In such
cases the water column would, as suggested by the authors, be
expected to be isothermal and at the freezing point. The second
experimental setup used by Ketcham and Hobbs (Figure 3B),
although freezing from the top downward, maintained isothermal
conditions in the water column by surrounding the column with
an ice—water bath. The purpose of both sets of experiments was
to establish the preferred orientation that forms under these
growth conditions and also to develop specific rules describing
crystal encroachment along specific grain boundaries. It is not
necessary to describe the details of the resulting rules here except
to note, not surprisingly, that the later paper by Ramseier builds
on the Ketcham and Hobbs work and provides rules that are
somewhat more general. From our viewpoint the results of both
experiments are essentially the same. As stated by Ketcham and
Hobbs, “...the larger the angle between the c—axis of a grain and
the growth direction the greater the probability that the grain will
be preferred. Therefore, as a piece of polycrystalline ice grows
from a melt, those grains in which the c—axis makes a large angle
with the growth direction will become increasingly dominant”.
The conclusion to draw from these observations is that all sheets
of lake ice should rapidly develop crystal orientations in which
the c—axis is oriented in the plane of the ice-water interface. We
also note that the encroachment rules developed in these papers
are similar to the rules developed by Kawamura [59] for sea ice
which we will describe later.

In addition, experiments to evaluate the effect of seeding and the
thermal regime in the water column on crystal orientations in
fresh water ice have been carried out by Gow [31] using a 7 %7
m refrigerated tank that was filled with 1.2 m of water. Both
seeded and spontaneously nucleated ice sheets were formed.
Water temperatures were set to several different temperatures
between 0 and +4°C and then the cooling system above the tank
was turned on, lowering the air temperature to —20°C. The results
of these experiments were as follows. When the ice sheet was
seeded, columnar—textured ice with substantially horizontal c—
axes (so—called S2 ice) always developed regardless of the
thermal condition of the water prior to seeding [initiated by
covering the surface of the water with frozen droplets formed
from a high pressure nozzle]. On the other hand, when ice
growth nucleated spontaneously, c-axis vertical orientations were
invariably observed resulting in S1 type ice with the thermal
regime of the water apparently exerting no significant control on
the resulting crystal orientation. He concluded that, to within his
ability to control other parameters, nothing mattered except
whether or not the ice sheet was seeded; a situation that we have
already dismissed as a probable cause. Whether or not this is an
effect of whatever mechanism(s) controls orientation changes
remains to be considered. Incidentally, the S1 and S2 shorthand
for designating the structure of different naturally occurring ice
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Figure 3. Two different experimental freezing arrangements utilized
by Ketcham and Hobbs [33].

types is from the classification suggested by Michel and
Ramseier [32] and will be used at times later in the present paper.

Two additional sets of experiments relating to selective growth in
lake ice should be mentioned. Although the general experimental
approach of both sets of experiments was similar in that the ice
was grown in small cells that allowed high resolution optical
observations of the freezing interface, the geometric arrangements
of the experiments were quite different. The first group of
experiments was by Harrison and Tiller [36—37]. The substances
frozen included pure water and sea water as well as a variety of
other solutions and the orientations of the resulting crystals were
determined by optical methods. The procedures for all the runs
were the same in that ice was grown from distilled water for
about 4 hours at which time the other solutes were added to the
remaining water. Typical growth rates were 1 cm/hr and
temperature gradients in the ice were both very high (15°C/cm)
and constant. The ice grown from distilled water had a smooth,
glass-like interface. Although grain boundary and sub-grain
boundary grooves were observed in the fresh water runs, they
were not noted as being either atypical or of more than one type.
The presence of solutes at the growth front has drastic



consequences for the growth morphology and is solely
responsible for the vast difference between the overall fabrics of
lake and sea ice. As the solubility of salts in ice is very low,
during the growth of ice from solutions the salts rejected from the
solid build up at the growth front. Since the bulk freezing point of
the solution decreases with an increase in the solute concentration,
the solute build up creates a decrease in the local freezing point
and, depending on the temperature gradient in the solution, can
give rise to constitutional supercooling of the fluid adjacent to the
growth front. Thus, there is a propensity for interfacial
disturbances to grow into the supercooled liquid, resulting in the
formation of a corrugated /cellular solid-liquid interface. This
qualitative description of the features responsible for sea ice
substructure has been with us for nearly forty years [38], but a
quantitative theory that shows why and how this hallmark fabric
is created, under nearly all natural conditions, has only recently
been presented [39].

When solutes were added, the general results were similar
independent of the specific solute used (NaOH, NapSQy,
K7CrOy, t-butyi alcohol, dioctyl sodium sulfosuccinate and sea
water). As expected, the presence of these solutes resulted in the
development of a interface consisting of <1120> dendrites that
grow perpendicular the c—axis. Perhaps the most surprising result
of these studies was the fact that some crystals were composed of
dendritic arrays oriented parallel to the c—axis. It was also
observed that, although some of the initial crystals were
eliminated by geometric selection, the majority of the surviving
grains had their origin in the initial ice layer. The two primary
surviving orientations consisted of either basal plane cells or c—
axis cells with no apparent indication that one orientation had an
appreciable growth advantage over the other. We note that arrays
of c—axis cells have not, to date, been reported in naturally grown
sea ice. This suggests that although such growth can be forced to
occur in the laboratory, under naturally occurring conditions the
more readily formed basal plane dendrites are always dominant.

The second set of experimental studies has just recently been
published by Wilen and Dash [40] who grew ice in the form of a
thin disk as shown in Figure 4. By controlling the temperatures at
both the center of the disk and around the perimeter of the growth
cell, it was possible to independently vary both the radius of the
ice disk and the radial temperature gradient. Ice growth was
nucleated at the center of the cell. Two very different types of
grain boundary grooves were noted as schematically shown in
Figure 5. Grain boundary groove (b) is “classical” in that it
correctly corresponds to the capillary length and is typically
rounded (see the discussion in [40 and 41]). On the other hand,
grain boundary groove (a) not only has linear dimensions that
exceed the expected ‘capillary length’ values by a factor of 30 but
is comprised of facets of the basal (0001) plane. Furthermore, the
facet size was not a single-valued function of the temperature
gradient but showed considerable hysteresis in size as the ice—
water interface advanced and retreated. Finally, the facetted
grooves were not rare, typically comprising 10 to 20 % of the
total number of grain boundaries.

In order to understand the essential concepts for interpreting the
Wilen and Dash experiments, we distinguish two relevant growth
regimes: interface controlled and diffusion—limited. In the former
case, the interfacial growth velocity is controlled solely by local
surface parameters and is decoupled from diffusional or other
long--range influences. In the latter case, the removal of either
heat or impurities limits the motion of the interface.
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Figure 5. A schematic drawing of a facetted grain bound.

groove
(A) and a typical rounded groove (B) occurring at adjacent grain
boundaries. Although the drawing is based on a photograph presented
by Wilen and Dash [40, Fig. 2], here the exact positions of the grooves
have been rearranged slightly for a clearer presentation. The size of
the imaged area is 0.35 x 0.23 cm.

Wilen and Dash’s experiments indicate that both of these growth
types can occur simultaneously, in analogy to the partially
facetted growth of convex single crystals [23]. Growth normal to
facets by addition of monomolecular layers occurs primarily by
the lateral motion of steps across the surface [42-43]. Hence, the
normal growth rate is limited by the generation of step sources
for new layers, and defect and dislocation free facets have
available only one step generation mechanism; the two-
dimensional nucleation of solid clusters. (Normally, other step
generation mechanisms such as screw dislocations, or Frank-
Read sources may also be important.) The formation of a
nucleated step source requires the coalescence of molecules in a
cluster, or pillbox, for which the edge to surface free energy ratio
will favor spreading at a given undercooling. The generation of
new layers is a thermally activated process with a nucleation
frequency I per unit facet area A of the typical Maxwell-

Boltzmann form, 7=exp [%%) where 7, is related to the free

energy of a critical nucleus on the facet, and 67 is the
undercooling (for more detail see [40]). Thus, for a lattice plane
spacing of &, the normal growth rate at faceted orientations is
Vy=4a1 A. In experiments on the growth rate of ice perpendicular
to a dislocation—free basal plane, Hillig [26] observed this growth
mechanism in a range of undercooling from 0.03°C to 0.2°C.
For 6T < 0.03°C there was no measureable growth. At



molecularly rough surface orientations, steps are already present
so that growth occurs by random incorporation of molecules
from the liquid onto the solid surface. In this case, the entire
interface continuously advances normal to itself in the presence of
any finite supercooling, and the velocity is linearly related to the
supercooling; V, e 6T [42-43]. In the initial stages of the Wilen
and Dash experiments, the supercoolings are below the threshold
value for nucleated growth, and therefore growth can only
proceed in the ‘rough’ direction parallel to the basal plane. In this
manner the overall radius of the polycrystalline disc increases as
does the length of the basal oriented grain boundary facets. As
growth proceeds, the size of the groove becomes sufficiently
large to push the undercooling at the vertex beyond the threshold
value for nucleated growth normal to the basal planes. Once
growth perpendicular to the basal planes ensues, the maximum
groove size is achieved with the groove advancing at the same
velocity as the bulk interface. When their experiments were
repeated using different temperature gradients, it was found that
the maximum facet size was inversely proportional to the
temperature gradient and that the apparent threshold temperature
was in the range of the value determined by Hillig [26].

The fact that the geometry of the Wilen and Dash experiment
caused each facet to be bounded by both a foreign substance (the
cell window) and the other facet allowed an examination of the
question of whether the facet faces were growing via
homogeneous or heterogenecous nucleation. To within the
experimental resolution, the maximum supercooling was the
same for both faces. Therefore, the velocity ratio of the two faces
determined the direction of advance of their intersection. If it is
assumed that the velocity of each face is given by an independent
nucleation process and that the prefactor multiplying the
exponential is the same for both faces, this velocity ratio is given
by

(rn-n

Vi
o< eXp~ AT

v,
However, because of the configurational entropy associated with
the reorganization of molecules from the parent phase to the solid
surface cluster, there remains the possibility that an undercooling
dependent prefactor will differ between the facets [44]. In the
above, 7; and 7, are related to the specific nucleation barriers on
the individual facet planes. If homogeneous 2-D nucleation is
occurring ¥; = V; and a specific direction of facet growth should
occur. For heterogeneous nucleation, 7; # 7> and the velocity of
one of the planes should predominate resulting in the intersection
between the facets moving in a different direction. The
experimental results are shown in Figure 6. It was found that
when the temperature gradient was increased rapidly resulting in
a fast advance of the interface, the facets grew in a purely radial
direction; the expected result for a growth rate limited by the
dissipation of latent heat. For slow growth the growth direction
veered toward a new direction which appeared to be rate
independent. However, the direction is not the value that would
be obtained by assuming that either pure homogeneous or
heterogeneous nucleation dominates the process. As a result
Wilen and Dash speculate that the growth process for each plane
is not independent of the other and is in some way controlled by
their common boundary. The question of how the motion of the
groove depends on the common boundary between the facets is
tied to understanding the detailed structure of the grain boundary
itself [45]. Whether the nucleation on one facet is coupled to that
on the other is the focus of current research (Wilen et al., pers.
comim.).
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Figure 6. The position of the vertex of a faceted grain boundary groove
plotted at equally spaced time intervals [40]. Also indicated are the
theoretical directions for homogeneous nucleation (7, = 7,) and for
heterogeneous nucleation (7, # 7). Although the position of the ver-
tex initially moves rapidly in the radial direction, as growth slows the
motion of the vertex, it gradually changes to a new direction.

Sea Ice

Experiments relating to simple geometric selection in sea ice are
less common in spite of the fact that this is a fascinating feature
of this ice type; that it posesses such uniformity of crystal fabric.
Clearly the primary growth orientations that develop are less
varied than in lake ice with the elongated crystals that survive
geometric selection invariably having their c—axes oriented
parallel to the plane of the growing interface [i.e., the easy growth
direction parallel to the basal plane is always aligned parallel to
the direction of heat flow]. This was first pointed out by Perey
and Pounder [12] and by Weeks [38] with the general process
being schematically as shown in Figure 1. In this figure c—axis
horizontal crystals are shown as growing significantly ahead of
competing crystals that have more nearly vertical c—axis
orientations. These differences can reach several millimeters in
thin ice skims. A demonstration of this phenomenon can be seen
in Figure 7 which is a simple soft pencil and paper rubbing of the
underside of an ice skim. The tick marks represent locations
where the paper encounters the edges of the basal platelets of ice
that combine with the interplatelet films and pockets of brine to
comprise the individual sea ice crystals. The blank spaces
represent the locations of crystals that have their c—axes oriented
nearly vertically and are therefore recessed relative to the other
crystals [46]. In the context of Figure 7, we note that, as
described earlier, the morphological instability responsible for the
substructure formation actually enhances the geometric selection
process because it allows the highly anisotropic growth of ice
single crystals to work in concert with the competition between
crystals. We will return to this issue when we present our own
theories for fabric development.

In sea ice the interesting problem has not been the development
of the primary c—axis horizontal orientation but the fact that after
this orientation has developed, a secondary c—axis alignment has
frequently developed, particularly in fast ice areas [i.e., not only
are all the c—axes horizontal but they all point in the same
direction]. The occurrence of these striking alignments as well as
of the fact that large areas of sea ice can have similar alignments
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Figure 7. A rubbing of the bottom surface of 2 2.5 cm thick skim of
sea ice as observed at Hopedale, Labrador, 1955. The blank areas in
the rubbing represent the locations of individual crystals that are ori-
ented with their c—axis approximately vertical (L to the plane of the
rubbing) and that are recessed relative to the position of the general
interface as established by crystals with their c—axes horizontal.

on a spatial scale of tens to even hundreds of kilometers was first
reported by Cherepanov in 1971 [47] although the phenomenon
had been reported earlier as a local oddity [5, 48—49]. Several
different theories have been advanced to explain such alignments.
The currently accepted explanation is that the c—axis alignment
direction is controlled by the average current direction at the ice—
seawater interface through a hydrodynamic mechanism that
results in crystals with their c—axes oriented parallel to the current
having less solute buildup at the tips of the dendritic plates that
comprise the individual ice crystals [50-51]. This, of course,
translates into a slight growth advantage for these crystals leading
to the development of the alignment as a secondary effect (it
commonly requires several 10s of centimeters of ice growth for
these alignments to fully develop).

Sea ice related experiments performed in flumes have, to date,
focused on attempting to verify the suggested correlation between
the c—axis alignment and the current direction. The results have
verified the suggested correlation [52-56], although details of the
mechanisms involved remain speculative [18]. Of particular
interest here is one aspect of the experimental results reported by
Stander and Michel [54]. They varied several different conditions
in the following ranges (air temperature -5 to —20°C; salinity 0.7
to 32 %o (NaCl); nominal flow velocity 0—6 cm/sec). They found
that all tests conducted at salinities greater than 1 %o resulted in
the crystals rapidly increasing in size and developing a
pronounced growth alignment with the fastest growth occurring
along the basal planes that were oriented perpendicular to the flow
direction at the ice—water interface (i.e., c-axes oriented parallel to
the current, Figure 8A).

However, once salinities dropped below 1 %e, quite different
results were obtained. Specifically these ice sheets exhibited a 2 to
6 cm columnar zone in which the ice crystals were equiaxed in
the horizontal plane. Below this zone, exaggerated growth was
observed in the horizontal plane in those crystals oriented with
their basal planes parallel to the fluid flow direction at the
interface resulting in a strongly preferred orientation (i.e., c-axes
oriented perpendicular to the flow, Figure 8B). Crystals not
oriented in this direction remained equiaxed. This immediately
raises the question, “What happens at salinities of < 1 %o to cause
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such a change?”. It has been shown that, for a given growth
velocity, the stability of a planar growth front is enhanced by
decreasing the salinity of the solution and by increasing the
solutal segregation coefficient (the ratio of the solute in the solid
to that in the liquid), which together, suppress constitutional
supercooling [39]. This result is embodied in Figure 9. The
answer is that, at the growth velocities typically encountered in
natural ice sheets, ‘sea ice’ forms from NaCl solutions more
saline than 1 %o while lake ice forms from less saline solutions
[57]. That is to say that a planar interface appears to be stable if
the solution salinities are < 1 %o while a cellular interface forms if
salinities are greater than this value. Russian field observations
concerning the formation of real sea ice place this transition
salinity at a slightly higher value of 2 %o [58]. As can be seen in
Figure 8, the differences in the resulting favored crystal
orientations could hardly be more striking. Stander and Michel do
not attempt to develop a mechanistic model to explain why this
orientation change occurs other than noting that the favored
orientation now has the basal plane oriented parallel to the current.

(A) (B)

9]
9]

Figure 8. C~axis plots (Schmidt equal area net, lower hemisphere) of
the crystal orientations obtained in two freezing runs in a cylindrical
flume. The arrows indicate the direction of fluid flow. The ice shown
in plot (A) formed from a NaCl solution with a salinity of 25%. while
the ice in plot (B) formed from a solution with a salinity of 0.7 %o
[54].

The final experimental study that should be mentioned is by
Kawamura [59] who studied geometric selection in sea ice
crystals by initiating 1-D growth of artificial polycrystalline fresh
water ice seeds which were produced by welding together
rectangular blocks of single crystals that have known
crystallographic orientations. The growth direction was oriented
parallel to the grain boundary in the seed. Experiments were
carried out with growth rates varying from 0.5 mm/hr to 2.0
mm/hr and salinities from 8 %o to 32 %.. Hence, in all cases
morphological instability created a non—planar interface in direct
analogy with the typical sea ice substructure. A schematic
diagram of the first of three types of c—axis arrangements that
were studied is shown in Figure 10A. Here the c-axes were
arranged in a vertical plane that was oriented perpendicular to the
grain boundary. It was found that for orientations where both
crystals could expose their basal planes in the grain boundary
groove, (i.e., zones I and II as shown in Figure 10B), the
encroachment angle S (the angle measured between the grain
boundary and the vertical axis z) was given by the mean value of
the c—axes inclination angles @; and o of the two grains as
shown in Figure 10C. This is the result to be expected if the two
exposed basal planes both advance at the same growth rate as
measured parallel to the c—axis.
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Figure 9. The two theoretical curves represent the boundary between
a linearly stable planar ice / saltwater interface and an unstable cellu-
lar interface, growing at a mean rate of V (cm/s) into a solution with
an initial concentration of C_, (%q). Curves are shown for two seg—
regation coefficients, k, which represent the ratio of the solute con—
centration in the solid lattice to that in the liquid at very small
growth rates. For either curve one imagines fixing the salinity and

increasing the growth rate. Then, as one crosses the curve, the planar

interface undergoes a diffusive instability (see text) and becomes
cellular. [The dotted vertical line denotes a typical salinity value of
Arctic Ocean surface water, C.. = 35%e.] Thus, the region to the
right of the curve depicts the region of instability and to the left sta-
bility. If one crosses where the curve is solid, the evolution from
planar to cellular is well described by linear perturbation theory, and
there is a continuous evolution of disturbances at the interface. If
one crosses the dashed region of the curve, there is a “jump” transi-
tion, or sub-critical bifurcation, from a planar to a finite amplitude
cellular interface that is not well described by linear perturbation
theory. The transition point between these behaviors is denoted by
TP (for more detail see [39]).

‘When the basal planes of both crystals were not exposed (zones
IT and IV in Figure 10B), the situation is somewhat different.
However, Kawamura found that the measurements supported the
following model. Assume that the preferred crystal (grain 1 in
Figure 10D) is the one with its c—axis nearest to horizontal in that
in sea ice this is the orientation that places both the easy (0001)
growth direction as well as the direction of maximum thermal
conductivity oriented parallel to the direction of heat flow. It
should be noted that this latter statement is true even though the
thermal conductivity of pure ice may be very slightly higher
paralle] to the c—axis than perpendicular to it [60]. This seemingly
odd reversal is the result of the fact that sea ice is a layered
composite of both brine and ice [61] and the thermal conductivity
of pure ice is significantly higher, by a factor of 4, than that of
brine. It then follows that grain 1 will grow slightly ahead of
grain 2 thereby limiting its lateral growth. Furthermore, if the
lateral edge of the growth step is the basal plane, then the grain
boundary direction is specified by the c—axis inclination angle of
the preferred grain or simply f = of. It should be noted that, as
shown in Figure 10D, the grain boundary is inclined toward grain
1 even though its c—axis is nearest to horizontal. At first glance
this would appear to contradict the common field observation that
the crystals that survive to the bottom of the ice sheet are those
with their c—axes closest to horizontal. However, there are
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cooperative effects as also shown in Figure 10D. If a crystal
having the same orientation as grain 1 is also placed to the left of
grain 2 , thereby forming a zone II type grain boundary with an
encroachment angle = (o + 0)/2, the fact that the j3 for this
zone II grain boundary is always greater than for the zone III
boundary (3 = oy ) ensures that grain 2 will be cut out.

Experiments were also carried out in which the c—axes of the
adjoining crystals were both horizontal and at right angles to each
other. In these cases geometric selection occurred with the center
crystal being cut out. Even when the platelets of the neighboring
crystals were in contact with each other at angles other than 90°,
the f3 values observed were similar to those obtained when the c—
axes were at right angles to each other. Within the growth rates
and salinity ranges studied, which were always sufficient to
produce a sea ice substructure, changes in the environmental
conditions did not appear to effect the geometric selection rules.
In the theoretical section, we detail the manner in which the Wilen
and Dash experiments explain several important features of the
Kawamura experiments, and thus represent a natural laboratory
for sea ice studies.

(A)
Grain 2 Grain 1
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Figure 10A. Grain boundary encroachment as seen in sea ice [59].
(A) C-axis arrangements in both the seed crystals of orientation type
T and in the sea ice grown from the seeds where (a) is the top view of
the seed and (b) the cross—sectional view of both the seed and the
subsequent sea ice. The thin sets of parallel lines can be taken to
represent either the traces of the (0001) planes in the ice crystals or
the plate-like substructure characteristic of sea ice. The inclination
angles between the c—axes and the horizontal plane and between the
vertical and the resulting grain boundary are given by the os and j3,
respectively.
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Figure 10B. The four possible types (zones I to IV) of intragrain
contact and the associated direction of grain growth, as indicated by
the arrows, based on the values of both ¢ and ¢ As in Figure 104,
the parallel lines represent the basal planes as projected onto the ver-
tical cross—section.

Figure 10C. A more detailed schematic of the grain boundary groove
in zones I and I in which the basal planes of both crystals can be
exposed. If it is assumed that the basal planes of both crystals ad-
vance at the same rate (V; = V») in the direction parallel to their c—
axes, then with subsequent ice growth the grain boundary will ad-
vance in the direction of the arrow.
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Figure 10D. The right side of this figure shows the intragrain contact
features in zone ITI. Here, it is assumed that grain I is able to advance
very slightly ahead of grain 2. Note that grain 2 is encroaching on
grain 1 even though grain 1’s c-axis is the closest to horizontal. The
left side of the figure also shows a grain with the orientation of grain
1 in contact with grain 2 at what is now a type II boundary. Note that
grain 2 is being cut out even though it is able to encroach on grain 1
at the type III boundary.

Field Observations
Lake Ice

The literature on the structure of lake ice, although small, is
sufficient to tell us what typically occurs in nature. The first
extensive study of this subject was carried out on a series of lakes
located in Michigan by Wilson, Zumberge, and Marshall [62]
who, in contrast to the experimental results of Ketcham and
Hobbs and of Ramseier [33, 35] observed that c—axes vertical
crystals invariably cut out c—axes horizontal crystals. Their
suggested explanation was that pure ice crystals have a higher
thermal conductivity parallel to the c—axis than perpendicular to it
therefore favoring crystals growing with their c—axes vertical.

Within a few years other workers found that Mother Nature was
not so straight forward with Barnes [63] reporting c-axes
horizontal orientations at Angiussaq Lake in NW Greenland and
Ragle [64] describing similar orientations on Post Pond in New
Hampshire. At about the same time, Swinzow [65] found c-axes
vertical orientations on a lake near Camp TUTO, Greenland
located roughly 60 km to the SSW of Barnes’ study site. Work
by Knight [66] in 1961 on Peters and Shrader lakes located on
the North Slope of Alaska added to the complexity; he clearly
demonstrated ice areas with both orientations coexisting in the
surface ice layer on the same lake and suggested that these
differences were related to variations in wind velocity during the
time period when the initial ice skim was forming. This
conjecture is strongly supported by his first figure [66, Figure 1]
where the spatial distribution patterns of the surface ice types are
clearly those that could be produced by changes in wind velocity.
However, independent of the near—surface crystal orientations, all
the ice deeper than 60 cm beneath the surface on Peters Lake and
below 15 cm on Shrader Lake were found to have horizontal c—
axes. Knight found no indication of the nucleation of new crystals
below depths of 15 cm and concluded that the preferred
orientation developed by geometric selection. Knight also noted
that there appeared to be reasonable agreement between his
observations and a growth model initially advanced by Shumskii
[67] which will be described in our next section.



The most informative study of the crystallographic aspects of
natural lake ice covers is the eleven year investigation (1974~
1984) by Gow [31] of six northern New England lakes that froze
during calm conditions. These lakes included Post Pond that was
studied earlier by Ragle. Surprisingly where Ragle had observed
c—axes horizontal as the favored orientation, Gow observed c—
axes vertical for 11 consecutive years. In fact, of the 58 ice sheets
that he examined 48 (83%) possessed c-axis vertical crystal
orientations with the remainder possessing c—axis horizontal
orientations. Furthermore there was an exact correlation between
the ice type and the orientation with so—called S1 ice composed
primarily of massive, irregularly shaped crystals demonstrating
c—axis vertical orientations and S2 ice composed of vertically
elongated crystals showing horizontal c—axes. In addition, as was
the case with Post Pond, some of the lakes developed S1
orientations during some years and S2 orientations during other
years. Furthermore, it was observed that if the initial ice layer was
seeded naturally producing a fine grained, presumably randomly
oriented initial ice skim, S2 ice with c—axes horizontal
orientations invariably resulted. However, if the ice skim was
allowed to nucleate spontaneously, S1 ice with vertical c—axes
formed. As noted earlier, Gow concducted laboratory
experiments in which the initial temperature of the entire water
column was varied from just below +4°C to 0°C concluding that
the initial temperature of the underlying water did not appear to
exercise any significant effect on either the crystal size or the
crystal orientation of the resulting ice sheet.

Russian observations of lake ice structure as reported by N. V.
Cherepanov and his associates at the Arctic and Antarctic
Research Institute [58, 67—70 ] are very similar to those of Gow
but, as will be seen in the theory section, the explanations of the
field observations are very different and to some degree
contradictory.

Finally it should be noted that there is one reported field
occurrence [71] of horizontal c—axis alignments that are oriented
perpendicular to the current direction in a river. This observation
is consistent with the experimental observations mentioned earlier
by Stander and Michel [54]. The fact that such an occurrence has
only been noted once does not necessarily mean that it is atypical
of congelation ice formed in rivers. We speculate that the rarity of
the observation is more the result of the fact that simple
congelation is itself rare on rivers as compared to frazil ice and
that observations of c—axis orientations on such ice are even rarer.

Sea Ice

The field observations on sea ice are very consistent. In
columnar—congelation sea ice the favored c—axis orientation is
always c—axis horizontal. It is also clearly independent of the
nature of the initial ice skim. It should be noted that the
observations made by Knight [66], that in Arctic lake ice there
was no evidence for the introduction of new crystals into the ice
sheet after the first few centimeters of ice had formed, does not
apply to sea ice. New crystals with a variety of orientations and
particularly with c—axes vertical are regularly being introduced
into the overlying ice sheet. The process is commonly as follows.
These crystals initially form in the water column probably
associated with the drainage of cold brine from brine drainage
tubes [72]. They subsequently float upward where, after they
become frozen to the base of the growing ice sheet, their
subsequent growth is terminated by geometric selection as they
are rapidly cut out by the surrcunding c—axis horizontal crystals
that already exist at the base of the sheet.
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The only complication is whether the final orientation will have
all the c—axes aligned in a specific horizontal direction or
randomly distributed in a horizontal girdle. There have now been
a fair number of field studies of this phenomenon [47, 50-52, 56,
73-74] and the results are as would be expected in that the c—axis
directions correlate with the mean direction of the underlying
current. This appears to be true even in regions of pack ice if there
is only limited rotation of the floes and the current direction
relative to the ice is reasonably constant. However, numerous
questions remain concerning this process. For instance, in fast ice
areas with an appreciable tide, the current direction at the ice—
water interface is definitely not constant. Yet the c—axes
alignment directions appear to represent some sort of a temporal
average direction. Perhaps more perplexing is the fact that, in
almost every field study of this phenomenon, sites are found
where alignments might be expected based on the oceanographic
setting and yet the c—axis orientations in the horizontal plane are
found to be random. Clearly missing to date is one or more field
sites where ice growth observations, crystal orientations, and
under ice current profiles are observed with sufficient resolution
during a significant portion of the sea ice growth season.

Current Theories

Can one provide a consistent explanation of all of the above
experimental and field observations? In the following we discuss
some of the explanations that have been advanced to explain such
phenomena, particularly in lake ice.

1) The favored crystal orientation has its direction of maximum
thermal conductivity oriented parallel to the direction of

maximum heat loss.

If for pure ice the thermal conductivity parallel to the c—axis is
slightly greater than the value measured perpendicular to this
direction (Landauer and Plumb were unable to observe a
measureable difference [60]) and remembering that in sea ice,
because of the layered nature of the incorporation of brine, the
bulk thermal conductivity normal to the c—axis becomes larger
than the parallel value [61], this combination of changing values
can be invoked to explain c—axis vertical orientations in lake ice
[62] and the c—axis horizontal orientations in sea ice. However it
is unable to explain the occurrence of c—axis horizontal
orientations in lake ice.

2) The favored crystal orientation has its easy growth direction
oriented parallel to the direction of maximum heat loss.

It is a fact that when ice crystals form in either pure water or in
sea water that is either at the freezing point or slightly
supercooled, the easy growth direction is in the basal plane. Such
an easy growth direction would readily explain c—axis horizontal
orientations in both lake and sea ice. However alone it is
incapable of explaining c—axis vertical orientations in lake ice. We
also suggest that there is no field evidence to support the obvious
corollary that would follow from the easy growth direction
parallel to the direction of maximum heat loss mechanism; that
in lake ice covers, if growth continues long enough, c-axis
horizontal orientations will always dominate. Numerous ice
sheets have now been described where in the upper part of the
sheet c—axis vertical growth not only rapidly cuts out crystals
having other orientations but remains the dominant growth mode
throughout the complete freezing season. Clearly during the
freezing of lakes there are growth conditions under which c~axis
vertical growth has a stable advantage. In addition, it appears that
the conditions necessary to maintain this advantage can remain
dominant for periods of months. Any reorientation requires
additional effects.



3) The favored orientation is completely specified by the
crystallography of the initial ice skim.
This explanation is suggested by Gow’s observations [31] that

certain types of initial ice skims uniquely result in certain favored
crystal orientations. Although we accept this correlation at face
value and we note that it also is supported by Russian
observations [58], we do not believe it to be an explanation of the
different orientations that are observed in lake ice. Our reasons
are as mentioned earlier in that in initial ice skims there is good
evidence that a wide variety of crystal orientations exist. This is
particularly well documented in S1 sheets of lake ice where the
needle-like crystals that form the initial network, within which
the c—axis vertical crystals develop, invariably show inclined c—
axes. If the favored orientation is already available and if growth
parallel to the basal plane is always favored then such ice skims
should ultimately result in c—axis horizontal orientations.
However, as we have illustrated, this is not the case.

We speculate that there is another way to look at Gow’s
correlation. This is that the environmental conditions that allow
the development of an S1 type of ice skim are exactly those
which allow c—axes vertical crystals to become dominant. The
question then becomes. “What are these conditions?”.

4) The favored crystal orientation is controlled by the thermal

characteristics of the underlying water body.
The above suggestion has been favored in the Russian literature

for a number of years. The initial suggestions along this line
appear to have been advanced by Shumskii [67] and, as noted
earlier, were favored by Knight [66] in his discussion of
orientations in arctic lake ice. The expansion and clarification of
Shumskii’s ideas as well as the collection of additional ice
orientation observations have been carried out by N. V.
Cherepanov and co-workers at the Arctic and Antarctic Research
Institute [58, 68-70, 75]. The following discussion summarizes

- their work, particularly as described in reference [58]. They have
found that on fresh—water bodies large plate-like crystals with
vertically oriented c—axes are particularly common when air
temperatures are only slightly below freezing (0.0 to —5.0°C) and
when the temperature gradient in the 3 to 4 cm thick surface layer
of the water is less than 0.01°C/m. When, during the formation
of the initial skim the air temperatures are colder than —10°C and
the temperature gradient in the surface water layer is larger, the c—
axes orientations in the initial skim tend to be more random and
the grain sizes appreciably smaller. Their observations relative to
the crystal orientations in initial ice skims are qualitatively similar
to Gow’s [31].

They suggest that once constrained (orthotropic) growth is
initiated, c—axes vertical orientations will form if the near surface
portion of the water is stably stratified. Under such conditions the
ice—water interface is assumed to be constrained to be both flat
and smooth by the position of the 0°C isotherm. This control
removes any growth advantage associated with horizontal c—axes
orientations as such growth would cause the more rapidly
growing crystal to protrude into water that is above the freezing
temperature. The grain boundary groove between crystals of
differing orientations will then be asymmetric with the crystal that
exposes the lower energy surface (the basal plane) to the solid—
liquid interface having a lateral growth advantage leading to c—
axes vertical orientations. This argument resembles a theory
advanced some years ago by Bolling and Tiller [76] to explain
preferred orientations observed in metals. In addition, even if the
positive temperature gradient (downward) in the water column is
quite small (a few hundredths of a °C/m) similar c—axes vertical
orientations can apparently result but only when the air/water
temperature differences are small (1-4°C). When air/water
temperature differences are larger than such values, a slight
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roughness begins to develop on the ice water interface and
apparently vertical, horizontal or even intermediate c—axes
orientations can occur. However, if the water temperature is either
exactly at the freezing temperature or perhaps even slightly
supercooled, then the thermal restraint on the direction of easiest
growth is removed and c—axis horizontal crystals with their basal
planes oriented parallel to the direction of heat flow (c—axes
horizontal) are able to gain the growth advantage even in lake ice.

There are several interesting aspects to this theory. First it is
consistent with the fact that sea ice always shows c-axis
horizontal orientations because, as we discussed at the start of this
paper, the density—composition variation for water with salinities
>24.7%0 always produces water temperature profiles that are
either at freezing or slightly supercooled. Furthermore the
inclusion of liquid layers of brine into sea ice causes the thermal
conductivity of the composite crystal to be greatest parallel to the
basal plane which also corresponds to the easy growth direction
from a kinetic point of view. These observations are consistent
with the horizontal c—axis orientations observed in sea ice.

Although observations on ice that has formed from brackish
water with salinities in the compositional range 2 to 24.7%. are to
date quite limited, observations in the low salinity region of the
northern Bay of Bothnia [77] as well as experimental studies on
the freezing of NaCl solutions in a similar compositional range
[57] suggest that, if the composition of the freezing solution is
sufficient to result in the development of a non—planar interface
and the associated entraping of brine, c—axes horizontal
orientations will always result. As noted earlier in this paper, the
compositional boundary associated with this change is in the
range of 1%o (for NaCl) to 2%o (for seawater based on Russian
field observations). It would be interesting to check to see if the
salt rejected during the freezing process is adequate to drive
sufficient local convective activity to destroy any positive
temperature gradient in the boundary layer just below the ice
thereby producing conditions favoring horizontal c-axes
orientations even though these bulk compositions in the 1-2%o
range are well below the 24.7%o cross—over point seen in Figure
2.

To date the ideas of Cherepanov and his associates have not been
widely accepted in the “West’. This is surprising considering that
their ideas offer the possibility of explaining both the consistent
orientations in sea ice as well as the odd flip-flops observed in
lake ice. Several concerns are as follows. First their results have
only been presented in a very general way without a detailed
documentation of either their temperature measurements or their
resulting crystallographic observations. Second, experiments
demonstrating that the postulated changes in temperatures do
actually result in c—axes orientation shifts have not, as yet, been
reported although we have been informed that such studies are
currently underway. However, the biggest roadblock to
acceptance is the work of Gow [31] who froze several tanks of
water with different initial temperatures and observed no effect on
the resulting orientations other than that caused by seeding.
However, it should be pointed out that Gow’s experiments are
equally ambiguous in that the water temperature when the tanks
were filled is, in our view, of little importance. What is of
importance are the details of the temperature profiles in the water
column when and after the initial ice skim forms and the
preferred orientation develops. In short, we believe that Gow’s
observations do not necessarily disprove the Russian explanation.
Clearly additional experimental studies are needed.



Conclusions

In the preceeding sections we have attempted a through review of
the work on crystal orientations in lake and sea ice. In doing so
we have pointed out every apparent inconsistency we could find
in the various explanations that have been offered. However, it is
only reasonable that the reader ask, “What do you think?”. Our
attempt to answer this query follows.

As a start, it is helpful to collect.the features that the two systems

of interest here, lake and sea ice, have in common and share with

features observed in entirely different materials. For instance, we
know that under certain conditions the initial layer of ice that
forms on both lakes and seas can consist of very small equiaxed
grains. This layer is analogous to the “chill-zone” found adjacent
to the cold walls of an alloy casting mold where the issue of
crystallographic structure has captured metallurgical attention for
decades [e.g., 14, 78]. Although there is no universal theory that
explains the diverse observations of grain refinement, it is a
generic growth process that some grains survive and some do
not. Those that do survive are often distinguished by an elongated
(with respect to the growth direction) columnar structure.
Furthermore, there is a gradual increase in mean grain size with
increasing distance from the initial layer because crystals in less

favorable orientations are gradually eliminated. Although many
of the basic growth processes at play in ice sheets have been

studied in entirely different contexts by metallurgists [79], we
believe that to understand the fabric differences in floating ice
sheets, one must be concerned with the manner in which the
particular kinetic processes of ice conspire with the
thermodynamic growth conditions to either suppress or enhance
the probability that a given crystal grain will survive.

Let us think from the perspective of a controlled laboratory
experiment which considers the growth of ice from a series of
aqueous solutions. Each new experiment will consist of
solidifying a solution of a new salinity. In such a series “lake ice”
would be considered to be either the zero salinity limit or ice that
has formed from a solution containing a sufficiently small
amount of impurity so that a planar ice—water interface is stable.
It is difficult to conceive of an experiment whereby we could
observe the transition from lake to sea ice fabrics as a function of
only one variable, for example salinity, while all the other
relevant parameters remain fixed. An important reason for this
difficulty concerns the coupling between hydrodynamics,
especially those driven by compositional changes, and
solidification [e.g., 80]. We nevertheless believe that the essential
features of the diverse observations we have summarized above
can be captured in the context of a simple conceptual experiment.

We envisage an experiment in which one varies the initial
concentration of a solution while keeping the overall thermal
forcing fixed. We consider the growth of ice from a horizontal
boundary with a temperature, Tp, in the classical Stefan scenario,
and by a constant thermal forcing we refer to fixing
(T;—T,(8) / Ty, where T,(S) is the liquidus temperature of a
solution with initial salinity S. Hence, one must reduce Ty as S
increases, but over the range of interest we need only vary the
former by about 2°C. Although only the initial salinity is varied,
observed fabric changes will not be due solely to the kinetic and
thermodynamic effects of impurity content, because the mode of
heat and mass transport is largely determined by compositional
convection.

Lake Ice: As described previously, what is lacking is a
systematic investigation of the interaction between the
crystallographic orientation of the surface layer and the thermal
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conditions of the water column. One essential distinction between
the lake and sea ice situations has to do with the latter effect
because as we have seen from Knight's (1962) work [66], if
conditions are sufficiently agitated, a layer of equiaxed crystal
grains can form at the surface and horizontal c-axes may
develop. Field observations on lakes make it a safe assumption
that the most common initial situation is quiescence (initial ice
skims commonly form on clear, calm nights that are conducive
to large long—wave radiative losses) so that the water surface is
seeded by a random distribution of crystals deposited from the
atmosphere. The areal density of particular orientations is
generally important, and the field conditions determine the initial
density. Our argument need only show the advantage of one
orientation over the other. Because the temperature of maximum
density is +4°C, under calm conditions the surface of a lake is
strongly stably stratified, and can therefore become supercooled
over a depth, &, that is primarily controlled by molecular heat
conduction. Since below this depth, the water is at or above the
freezing point, ice growth is limited by the thickness &, which is
itself controlled by the heat loss to the atmosphere and the heat
gain from the underlying water. At a depth z =6, T = Ty
providing the thermal boundary to crystal growth. Such an effect
was what limited the growth forms observed by Arakawa and
Hallett, and what was alluded to by Cherepanov and colleagues.
We view it as a necessary condition for vertical c-axis fabric
development. Imagine that the angle that the c—axis deviates from
the vertical, v, can be drawn from a random distribution. With
some probability a nonvertical c—axis crystal will occupy an
‘area’ (per unmit length) A, =6 /tan y. Under typically small
supercooling, growth in the basal plane is orders of magnitude
greater than that parallel to the c—axis, so we expect a greater
percentage of the total area of the initial layer to be occupied by
crystals with vertical c—axes. [In the supercooling range 6T <
0.03°C growth parallel to the c—axis does not occur while for 6T
between 0.03 and 0.2°C, growth parallel to the c—axis occurs by
the kinetically limited birth and spreading of monolayers.] As
demonstrated by Hallett, crystals with slight off-vertical c—axes
(i.e., finite ) grow rapidly into the melt until they reach the T,
isotherm. Hence, although they occupy less (horizontal) area,
these latter crystals penetrate to a depth z = §, but they can go no
further. The immersed area is dominated by crystals with basal
plane facets exposed to the undercooled liquid. The “needles”
observed by Hallett, consisting of crystals growing along their a—
axes, separate vertical c-axis domains in the surface layer, and
comprise platelet domains throughout the supercooled layer.
Under these kinetics the small values of § constrain any growth
advantage a non—vertical c—axis crystal may gain and, as will be
shown in detail in a separate publication, during growth through
the supercooled region the vertical c—axis crystals can maintain
their initial areal dominance. We call this thermally constrained
geometric selection, and it requires the absence of mechanical
disturbances that would break and ramify the initial ice skim.
Once ice has reached the thickness &, subsequent growth occurs
primarily by the removal of latent heat through the ice toward the
atmosphere. Hence, the predominantly c—axis vertical orientations
are "locked" into the fabric and growth occurs by the continuous
creation of additional layers. The overall picture is of the vertical
c—axis crystals spreading rapidly to dominate the first layer of the
surface, and then maintaining this dominance due to the
combination of growth kinetics and the thermal constraint on the
vertical growth advantage that an off c—axis vertical crystals may
gain. Unless the latter have room to act, geometric selection is
held in check by the limited thickness of the supercooled
boundary and a vertical c—axis fabric results.

Once orthotropic growth has started and a continuous skim is in
place, the fact that the liquid ahead of the advancing interface is



slightly warmer than the freezing temperature will continue to
limit the natural kinetic growth advantage of c—axis horizontal
crystals throughout the remainder of the winter allowing c—axis
vertical crystals to dominate unless the situation ceases to be one—
dimensional (i.e. water at the freezing temperature or even
slightly supercooled moves in laterally). However, if during the
period leading up to the formation of the ice cover environmental
conditions conspire to cool an appreciable thickness of the upper
water column to the freezing point, then a fine grained initial skim
is favored and the resulting orthotropic growth corresponds to the
experiments of Ketcham, Hobbs and Ramseier and a S2 ice sheet
results. The effects of the environment just prior to and during the
initial freezing not only affect the initial ice sheet as noted by
Gow, Knight and Cherepanov but can continue as a controlling
factor for the rest of the winter.

Sea Ice: The gross features of the unidirectional freezing
experiment described above are similar to those considered in
Tiller's (1957) heuristic theory [14] of the orientation changes
observed during the growth of face-centered-cubic (fcc) metals.

The observations that motivated his study were a transition from-

(111), to equiaxed, to (100) columnar zone orientations as the
impurity content increased from zero [the (111) mode] to trace
amounts [the equiaxed mode] to amounts sufficient to induce a
cellular substructure [the (100) mode]. Although his arguments
are compelling, we are unable to interpret them as regards the role
of the thermodynamic growth drive, since no account was taken
for that aspect in the observations he aimed to explain. The
experiment we have outlined above would be capable of testing
the applicability to ice. We know that, for a fixed mean growth
rate, an increase in the far field salinity results in a planar—cellular
morphological instability (Fig. 9). There is a substantial salinity
range between the lake and sea ice regimes, and the
morphological stability boundary lies between, so we are
guaranteed at least one fabric transition as § increases. Here, we
need only supply the sufficient conditions for the development of
horizontal c-axis fabric above a critical salinity. The argument
turns out to be trivial because the morphological instability
facilitates geometric selection by enhancing interfacial breakdown
on crystalline grains that abut the melt with the easy growth
orientation. In the ocean, there is a very narrow range of salinities
in which sea ice forms, so we consider it fixed. What does vary
is the rate of growth. As it increases, the boundary between
planar and cellular growth modes is crossed. Therefore, we
consider as an initial condition a thin zone of fine grained
equiaxed crystals. We have two reasonable scenarios.
(i): If the growth rate is below the threshold for interfacial
instability, geometric selection operates efficiently, for there is
always a compositional boundary layer adjacent to the
interface of sufficient thickness to allow one crystal to gain an
advantage over another. Just as in metals, growth is preferred
parallel to the close-packed planes in both high symmetry
(e.g., fcc) and low symmetry (e.g., hexagonal close-packed)
materials. The melt offers no constraint to the fast grain
seeking an advantage. In effect, each competing crystal is
accompanied by a constitutionally supercooled beundary
layer through which it may gain an advantage over its
neighbors.
(ii): Imagine that time has yet to give geometric selection
operating room and the growth rate exceeds the instability
threshold, thereby creating equiaxed cellular grains. At this
stage the growth drive is roughly the same for all grains.
However, due to the highly anisotropic growth rates, the tips
of the c-axis horizontal cells grow much more rapidly than
their c-axis vertical neighbors. This provides a kinetic
motivation for the
c—axis horizontal cells to maintain their orientation.
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The Hillig [26] and Wilen and Dash [40] experiments showed
that growth parallel to the c-axis requires overcoming an
activation barrier for a two-dimensional nucleus. Hence,
nucleated growth must occur between platelets if their width is to
increase. This creates a “kinetic supercooling” in the
intercellular-interplatelet regions of the grains with horizontal c—
axes. Turning that argument on its side, consider a cellular grain
with a vertical c—axis. The individual platelet experiences a kinetic
supercooling parallel to the overall growth direction that causes its
growth to lag relative to more nearly horizontal c-axis grains.
Furthermore, since a cellular grain with a vertical c—axis
experiences rough growth in the horizontal, this might tend to
smooth the grain out, slow the overall growth and allow the
horizontal c—axis grains yet another advantage. Finally, the c—axis
horizontal cells can further enhance their growth rate by pushing
solute toward c—axis vertical grains. Thus, geometric selection
and morphological instability work in concert, and leave no
option for sea ice other than to create a fabric dominated by
horizontal c—axis grains.

River Ice: Finally we would like to suggest a possible
explanation for the change in the c—axis alignment direction from
parallel to the current in ice posessing a typical sea ice cellular
substructure to perpendicular to the current for river ice sheets
posessing a planar interface. As long as a cellular interface is
stable (S > 1-2%o), its topography favors the removal of solute
from the advancing cell tips when the cells are elongated
perpendicular to the current direction [50, 81]. However, when
growth conditions are such that a planar ice—water interface
becomes stable (S < 1-2%o) this large-scale (i.e., encompassing
many grains) topographic effect no longer exists. What does
remain is a grain boundary groove separating each crystal. The
effect of the current remains the same in that it selectively
decreases the solute buildup via enhanced mixing on segments of
the grain boundary groove that face directly into the current.
Since, here we are dealing with S2 type ice, we can ask what c—
axis direction would allow the crystal surfaces facing into the
current to grow most rapidly. The answer is clearly the
orientation that places the c—axis perpendicular to the current,
because this aligns the easy growth direction (0001) directly into
the current. The resulting observation would be an inclined grain—
boundary groove due to the expansion of the area occupied by the
favored crystal at the growth interface. Once again we can explain
a field observation using the anisotropic growth kinetics of ice.

Several interesting issues have not been considered in detail here.
For example, as the initial salinity of a solution increases, so does
the role of compositional or haline convection. This effect can
exert influence on a host of space and time scales [18], and
although it may not couple directly to the substructure scale, a
detailed consideration of its effects will modify some features of
the arguments presented herein. Since the density of seawater is
dominated by the salinity, salt rejection also exerts influence on
thermal convection which, in turn, controls the rate at which latent
heat is dissipated at the interface. The role of anisotropy in the
impurity segregation coefficient is a curious issue in itself and
may also influence the anisotropy of growth kinetics.

Closure: We stress that more detailed kinetic mechanisms are
mostly likely operative, but in the face of a dearth of systematic
laboratory experiments we have attempted to piece together the
essential ingredients of a sufficient argument. Many of the
components have been discussed previously in this and other
contexts, but the crucial elements must work in concert as we
have described above. The essential differences between lake and
sea ice fabric development include a thermal constraint on
geometric selection and the interaction between the formation of



cellular substructure and geometric selection. A more detailed
treatment awaits advances in experimental evidence.
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